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Abstract. In this paper we study the external memory planar point enclosure problem: Given \(N\) axis-parallel rectangles in the plane, construct a data structure on disk (an index) such that all \(K\) rectangles containing a query point can be reported I/O-efficiently. This problem has important applications in, e.g., spatial and temporal databases, and is dual to the important and well-studied orthogonal range searching problem. Surprisingly, we show that one cannot construct a linear sized external memory point enclosure data structure that can be used to answer a query in \(O(\log B N + K/B)\) I/Os, where \(B\) is the disk block size. To obtain this bound, \(\Omega(N/B^{1+\epsilon})\) disk blocks are needed for some constant \(\epsilon > 0\). With linear space, the best obtainable query bound is \(O(\log_2 N + K/B)\). To show this we prove a general lower bound on the tradeoff between the size of the data structure and its query cost. We also develop a family of structures with matching space and query bounds.

1 Introduction

In this paper we study the external memory planar point enclosure problem: Given \(N\) axis-parallel rectangles in the plane, construct a data structure on disk (an index) such that all \(K\) rectangles containing a query point \(q\) can be reported I/O-efficiently. This problem is the dual of the orthogonal range searching problem, that is, the problem of storing a set of points in the plane such that the points in a query rectangle can be reported I/O-efficiently. The point enclosure problem has important applications in temporal databases; for example, if we have a database where each object is associated with a time span and a key range, retrieving all objects with key ranges containing a specific key value at a certain time corresponds to a point enclosure query. Also, in spatial databases, irregular planar objects are often represented in a data structure by their minimal bounding boxes; retrieving all bounding boxes that contain a query point, i.e., a point enclosure query, is then the first step in retrieving all objects that contain the query point. Point enclosure can also be used as part of an algorithm for finding all bounding boxes intersecting a query rectangle, since such a query can be decomposed into a point enclosure query, a range query, and
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two segment intersection queries. While a lot of work has been done on developing worst-case efficient external memory data structures for range searching problems (see e.g. [3,17] for surveys), the point enclosure problem has only been considered in some very restricted models of computation [1,14]. In this paper we prove a general lower bound on the tradeoff between the size of an external memory point enclosure structure and its query cost, and show that this tradeoff is asymptotically tight by developing a family of structures with matching space and query bounds. Surprisingly, our results show that the point enclosure problem is harder in external memory than in internal memory.

1.1 Previous work

The B-tree [13] is the most fundamental external memory data structure. It uses $O(N/B)$ disk blocks of size $B$ to store $N$ elements and can be used to answer a one-dimensional range query in $O(\log_B N + K/B)$ I/Os; an I/O is the movement of one disk block between disk and main memory. These bounds are optimal in comparison-based models of computation, and they are the bounds we would like to obtain for more complicated external memory data structure problems. In the study of such problems, a number of different lower bound models have been developed in recent years: the non-replicating index model [21], the external memory pointer machine model [25], the bounding-volume hierarchy model [1], and the indexability model [20,19]. The most general of these models is the indexability model of Hellerstein, Koutsoupias, and Papadimitriou [20,19]. To our knowledge, it captures all known external data structures for reporting problems (that is, problems where the output is a subset of the objects in the structure). In this model, the focus is on bounding the number of disk blocks containing the answers to a query $q$, given a bound on the number of blocks required by the data structure. The cost of computing what blocks to access to answer the query (the search cost) is ignored. More formally, an instance of a problem is described by a workload $W$, which is a simple hypergraph $(O,Q)$, where $O$ is the set of $N$ objects, and $Q$ is a set of subsets of $O$. The elements of $Q = \{q_1,\ldots,q_m\}$ are called queries. An indexing scheme $S$ for a given workload $W = (O,Q)$ is a $B$-regular hypergraph $(O,B)$, where each element of $B$ is a $B$-subset of $O$ (called a block), and where $O = \cup B$. An indexing scheme $S$ can be thought of as a placement of the objects of $O$ on disk pages, possibly with redundancy. The cost of answering a query $q$ is $\min\{|B'| \mid B' \subseteq B, q \subseteq \bigcup B'|$, i.e., the minimum number of blocks whose union contains all objects in the query. The efficiency of an indexing scheme is measured using two parameters: its redundancy $r$ and its access overhead $A$. The redundancy $r$ is defined to be the average number of copies of an object stored in the indexing scheme, i.e. $r = |B|B/N$, and the access overhead $A$ is defined to be the worst-case ratio between the cost of a query and the ideal cost $|q|/B$ (where $|q|$ denotes the query output size). In other words, an indexing scheme with redundancy $r$ and access overhead $A$ occupies $r[N/B]$ disk blocks and any query $q$ is covered by at most $A|q|/B$ disk blocks.
Following the introduction of the indexability model, a sequence of results by Koutsoupias and Taylor [22], Samoladas and Miranker [24] and Arge, Samoladas, and Vitter [6] proved a tradeoff of \( r = \Omega(\log(N/B)/\log A) \) for the (two-dimensional) orthogonal range searching problem in the model. Using this tradeoff, Arge, Samoladas and Vitter [6] proved that \( \Omega(\frac{N}{\log \log N}) \) space is needed to design an indexing scheme that answers queries in \( O(\log N + K/B) \) I/Os, i.e., that two-dimensional range searching is harder than the one-dimensional case. They also designed a structure with matching bounds; note that this structure works in the classical I/O-model [2] where the search cost is considered. A similar bound was proven in the external memory pointer machine model by Subramanian and Ramaswamy [25], and the result resembles the internal memory pointer machine case, where \( \Theta(N \log N / \log \log N) \) space is needed to obtain \( O(\log N + K) \) query cost [11]. If only \( O(N/B) \) space can be used, \( \Theta((N/B)^e) \) I/Os are needed to answer a query [6]. If exactly \( N/B \) space is allowed, \( \Theta(\sqrt{N/B}) \) I/Os are needed [21].

Compared to orthogonal range searching, relatively little is known about the dual point enclosure problem. Arge and Vitter [7] designed a linear space external interval tree structure for the one-dimensional version of the problem where the data is intervals. This structure answers point enclosure queries, also called stabbing queries, in \( O(\log N + K/B) \) I/Os. The two-dimensional version of the problem we consider in this paper can be solved using the linear space R-tree [18] or its variants (see e.g. [17] for a survey); very recently Arge et al. [5] designed a variant that answers a query in worst-case \( O(\sqrt{N/B} + K/B) \) I/Os. This is optimal in the very restrictive bounding-volume hierarchy model [1]. However, in the internal memory pointer machine model a linear size data structure that can answer a query in the optimal \( O(\log N + K) \) time has been developed [10]. Thus, based on the correspondence between internal and external memory results for the range searching problem, as well as for the one-dimensional enclosure problem, one would expect to be able to develop a linear space and \( O(\log_B N + K/B) \) I/O query structure. No such structure is known.

1.2 Our results

Surprisingly, in this paper we show that in the indexability model it is not possible to design a linear sized point enclosure indexing scheme that can answer a query in \( O(\log_B N + K/B) \) I/Os. More precisely, we show that to obtain an \( O(\log_B N + K/B) \) query bound, \( O(N/B^{1-\epsilon}) \) disk blocks are needed for some constant \( \epsilon > 0 \); with linear space the best obtainable query bound is \( \Omega(\log_2 N + K/B) \). Thus in some sense this problem is harder in external memory than in internal memory. An interesting corollary to this result is that, unlike in internal memory, an external interval tree cannot be made partially persistent without increasing the asymptotic space or query bound. Refer to Table 1 for a summary of tight complexity results for the orthogonal range search and point enclosure problems when we are restricted to linear space or a logarithmic (base 2 or B) query bound.

In section 2 we prove our lower bounds by proving a general tradeoff between the size of a point enclosure indexing scheme and its query cost. To do so, we
<table>
<thead>
<tr>
<th>Range searching</th>
<th>Internal memory</th>
<th>External memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query with linear space</td>
<td>( N^* ) [9]</td>
<td>( (N/B)^* ) [6]</td>
</tr>
<tr>
<td>Space with ( \log (\text{base } 2 \text{ or } B) ) query</td>
<td>( N^* \log N \log \log N ) [10, 11]</td>
<td>( N^* \log \log N ) [6]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Point enclosure</th>
<th>Internal memory</th>
<th>External memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query with linear space</td>
<td>( \log_2 N ) [10]</td>
<td>( \log_2 (N/B) ) New</td>
</tr>
<tr>
<td>Space with ( \log (\text{base } 2 \text{ or } B) ) query</td>
<td>( N ) [10]</td>
<td>( N/B^{1+\epsilon} ) New</td>
</tr>
</tbody>
</table>

Table 1. Summary of asymptotically tight complexity results for the orthogonal range searching and point enclosure problems in the internal memory pointer machine model and the external memory indexability model.

refine the indexability model in a way similar to [6]: We introduce parameters \( A_0 \) and \( A_1 \) instead of \( A \), and require that any query \( q \) can be covered by at most \( A_0 \|q\|/B \) blocks rather than \( A \|q\|/B \) blocks. With this refinement, we prove the lower bound tradeoff \( A_0 A_1^2 = \Omega(\log(N/B)/\log r) \), which leads to the results mentioned above. Interestingly, if the known tradeoff for range search indexing schemes is expressed in the refined indexability model, it becomes \( r = O(\log(N/B)/\log(A_0 \cdot A_1)) \). Thus, the tradeoffs of the dual range search and point enclosure indexing problems are symmetric with respect to \( r \) and \( A_0, A_1 \).

In Section 3 we show that our lower bound for the tradeoff is asymptotically tight in the most interesting case \( A_1 = O(1) \) by developing a family of external memory data structures (where the search cost is considered) with optimal space and query cost. More precisely, we describe a structure that, for any \( 2 \leq r \leq B \), uses \( O(rN/B) \) disk blocks and answers queries in \( O(\log_{g_m}(N/B) + K/B) \) I/Os.

The structure can be constructed in \( O(rN \log M/B N) \) I/Os, where \( M \) is the size of main memory.

2 Lower Bounds

2.1 Refined Redundancy Theorem

The Redundancy Theorem of [24, 19] is the main tool in most indexability model lower bound results. We develop a version of the theorem for the refined indexability model, that is, the model where the access overhead \( A \) has been replaced by two parameters \( A_0 \) and \( A_1 \), such that a query is required to be covered by at most \( A_0 + A_1 \|q\|/B \) blocks.

**Theorem 1 (Redundancy Theorem [24, 19]).** For a workload \( W = (O, Q) \), where \( Q = \{q_1, q_2, \ldots, q_m\} \), let \( S \) be an indexing scheme with access overhead

\[
A \leq \sqrt{B}/4
\]

such that for any \( 1 \leq i, j \leq m, i \neq j \):

\[
|q_i| \geq B/2 \quad \text{and} \quad |q_i \cap q_j| \leq \frac{B}{16A^2},
\]

then the redundancy of \( S \) is bounded by

\[
r \geq \frac{1}{12N} \sum_{i=1}^{m} |q_i|.
\]
We extend this theorem to the refined indexability model as follows.

**Theorem 2 (Refined Redundancy Theorem).** For a workload \( W = (O, Q) \), where \( Q = \{q_1, q_2, \ldots, q_m\} \), let \( S \) be an indexing scheme with access overhead \((A_0, A_1)\) with \( A_1 \leq \sqrt{B/8} \) such that for any \( 1 \leq i, j \leq m, i \neq j \):

\[
|q_i| \geq BA_0 \quad \text{and} \quad |q_i \cap q_j| \leq \frac{B}{64A_1^2}.
\]

then the redundancy of \( S \) is bounded by

\[
r \geq \frac{1}{12N} \sum_{i=1}^{m} |q_i|.
\]

**Proof.** Since for any \( i, |q_i| \geq BA_0 \), \( q_i \) is required to be covered by at most \( A_0 + A_1 \lceil |q_i|/B \rceil \leq 2A_1 \lceil |q_i|/B \rceil \) blocks. If we set \( A = 2A_1 \), \( S \) is an indexing scheme that covers each query of \( Q \) by \( A \lceil |q_i|/B \rceil \) blocks. Then applying Theorem 1 will lead to the desired result.

### 2.2 Lower bound for point enclosure

In order to apply Theorem 2 to the point enclosure problem we need to design a workload \( W = (O, Q) \) such that each query is sufficiently large but the intersection of any two is relatively small. To do so we use the point set called a *Fibonacci lattice*, which was also used in previous results on range search [22, 6, 19].

**Definition 1 ([23]).** The Fibonacci lattice \( F_m \) is a set of two-dimensional points defined by \( F_m = \{(i, j_{i-1} \mod m) | i = 0, 1, \ldots, m - 1 \} \), where \( m = f_k \) is the \( k \)th Fibonacci number.

The following property of a Fibonacci lattice will be crucial in our lower bound tradeoff proof.

**Lemma 1 ([16]).** For the Fibonacci lattice \( F_m \) and for \( \alpha \geq 0 \), any rectangle with area \( \alpha c_0 \) contains between \( [\alpha/c_1] \) and \( [\alpha/c_2] \) points, where \( c_1 \approx 1.9 \) and \( c_2 \approx 0.45 \).

Let \( m = \lambda \frac{A_N}{B A_0} \), where \( \alpha \) is a parameter to be determined later, and \( 1 \leq \lambda < 2 \) is chosen such that \( m \) is a Fibonacci number. The idea is to use the points in \( F_m \) as queries to form \( Q \) and construct approximately \( N \) rectangles as objects to form \( O \); in the previous range search tradeoff the roles of the points and rectangles were reversed [6]. We may not construct exactly \( N \) rectangles but the number will be between \( \lambda N \) and \( 4\lambda N \), so this will not affect our asymptotic result.

We construct rectangles of dimensions \( \alpha t^i \times m/t^i \), where \( t = (m/\alpha)^{1/(BA_0)} \) and \( i = 1, \ldots, BA_0 \). For each choice of \( i \), the rectangles are constructed in a tiling fashion on \( F_m \) until they cross the boundary. In this way, between \( m^2/\alpha m = \frac{\lambda N}{B A_0} \).
and \(4N^3\) rectangles are constructed on each layer, making a total of \(\Theta(N)\) rectangles.

Since each point is covered by \(BA_0\) rectangles, one from each layer, the first condition of Theorem 2 is satisfied. For the second one, consider any two different query points \(q_1\) and \(q_2\) in \(F_m\), let \(x\) and \(y\) be the differences between their \(x\) and \(y\)-coordinates, respectively. Since the rectangle with \(q_1\) and \(q_2\) as corners contains at least two points, namely \(q_1\) and \(q_2\) themselves, by Lemma 1, we have \(xy \geq c_2m\). We now look at how many rectangles can possibly cover both \(q_1\) and \(q_2\). For a rectangle with dimension \(at^i \times m/t^i\) to cover both points, we must have \(at^i \geq x\) and \(m/t^i \geq y\), or equivalently, \(x/\alpha \leq t^i \leq m/\gamma\). There is at most one rectangle for each \(i\) that can cover both points, thus, \(|q_1 \cap q_2|\) is at most

\[
\left\lfloor \log_2 \frac{am}{xy} \right\rfloor \leq \left\lfloor \frac{\log(\alpha/c_2)}{\log t} \right\rfloor = \left\lfloor BA_0 \frac{\log(\alpha/c_2)}{\log(m/\alpha)} \right\rfloor \leq 1 + BA_0 \frac{\log(\alpha/c_2)}{\log(\lambda N/(BA_0))}.
\]

The second condition holds as long as

\[
\frac{1}{B} + A_0 \frac{\log(\alpha/c_2)}{\log(\lambda N/(BA_0))} \leq \frac{1}{64A_1^2}.
\]

On the other hand, when (1) is satisfied, by Theorem 2, we have

\[
r \geq \frac{1}{12} \frac{m BA_0}{4N} = \frac{\alpha}{48}.
\]

Therefore, any combination of \(\alpha, A_0\) and \(A_1\) that satisfy (1) constitutes a lower bound on the tradeoff of \(r, A_0\) and \(A_1\). When \(A_0\) and \(A_1\) are small enough, namely \(A_0 < (N/B)^{1-\delta}\) where \(0 < \delta < 1\) is some constant, and \(A_1 < \sqrt{B/128}\), we can simplify (1) to obtain the following:

**Theorem 3.** Let \(S\) be a point enclosure indexing scheme on the Fibonacci workload. If \(A_0 \leq \left(\frac{N}{B}\right)^{1-\delta}\) for any fixed \(0 < \delta < 1\), and \(A_1 \leq \sqrt{B/128}\), then its redundancy \(r\) and access overhead \((A_0, A_1)\) must satisfy

\[
A_0 A_1^2 \geq \frac{\delta \log(N/B)}{1287 + \log r} = \Omega\left(\frac{\log(N/B)}{\log r}\right).
\]

The Fibonacci lattice is only one of many low-discrepancy point sets [23] we could have used, but none of them would improve the result of Theorem 3 by more than a constant factor. We note that the above proof technique could also have been used to obtain a tradeoff in the original indexability model. However, in that case we would obtain a significantly less informative tradeoff of \(A = \Omega(\sqrt{\log(N/B)}/\log r)\).

### 2.3 Tradeoff Implications

**Query cost** \(\log_B N\). In indexing schemes with an \(O(\log_B N + K/B)\) query cost we have \(A_0 = O(\log_B N)\) and \(A_1 = O(1)\). Assuming that \(A_0 \leq c_0 \log_B N\), we have

\[
c_0 \frac{\log(N/B)}{\log B} A_1^2 \geq \frac{\delta \log(N/B)}{1287 + \log r}.
\]
which is
\[ \log r \geq \frac{\delta}{128c_0A_1^2} \log B - 7, \text{ or } r \geq \frac{1}{128} B^{\delta/(128c_0A_1^2)}. \]

Thus any such indexing scheme must have redundancy at least \( \Omega(B^\epsilon) \), for some small constant \( \epsilon \).

**Corollary 1.** Any external memory data structure for the point enclosure problem that can answer a query in \( O(\log B \cdot N + K/B) \) I/Os in the worst case must use \( \Omega(N/B^{1-\epsilon}) \) disk blocks for some constant \( \epsilon > 0 \).

*Linear space.* In linear space indexing schemes, \( r \) is a constant and if we also want \( A_1 \) to be a constant, \( A_0 \) has to be \( \Omega(\log \frac{N}{B}) \) by Theorem 3. As mentioned, this is a rather surprising result, since linear space structures with the optimal \( O(\log N + K) \) query time exist in internal memory [10].

**Corollary 2.** Any linear sized external memory data structure for the point enclosure problem that answers a query in \( f(N) + O(K/B) \) I/Os in the worst case must have \( f(N) = \Omega(\log_2 \frac{N}{B}) \).

Note however that our lower bound does not rule out linear size indexes with query cost e.g. \( O(\log \log B N + \sqrt{\log B \frac{N}{B}}) \).

*Persistent interval tree.* An interesting consequence of the above linear space result is that, unlike in internal memory, we cannot make the external interval tree [7] partially persistent [15] without either increasing the asymptotic space or query bound. Details will appear in the full paper.

### 3 Upper Bounds

In this section, we develop a family of external memory data structures with space and query bounds that match the lower bound tradeoff of Theorem 3. In Section 3.1 we first develop a structure that uses \( O(rN/B) \) disk blocks and answers queries in \( O(\log B \cdot \log_r(N/B) + K/B) \) I/Os for any \( 2 \leq r \leq B \).

In Section 3.2 we then discuss how to improve the query bound to obtain the \( O(\log_r(N/B) + K/B) \) bound matching Theorem 3. These bounds are measured in the classical I/O model [2], where the search cost is considered, and where auxiliary information such as “directories” or “internal nodes” are also counted when bounding the sizes of the structures.

#### 3.1 Basic point enclosure structure

*Base tree \( T \).* Let \( S \) be a set of \( N \) axis-parallel rectangles in the plane. Our structure for answering point enclosure queries on \( S \) is similar to an internal memory point enclosure structure due to Chazelle [10]. Intuitively, the idea is to build an \( r \)-ary base tree\(^3\) \( T \) by first dividing the plane into \( r \leq B \) horizontal

\(^3\) The fanout of the root of the base tree may be less than \( r \) to make sure that we have \( O(N/B) \) nodes in the tree.
slabs with approximately the same number of rectangle corners in each slab, and then recursively construct a tree on the rectangles completely contained in each of the slabs. The rectangles that cross one or more slab boundaries are stored in a secondary structure associated with the root of $T$. The recursion ends when the slabs contain at most $4B$ rectangle corners each. Refer to Figure 1.

The base tree $T$ can easily be constructed and the rectangles distributed to the internal nodes of $T$ in $O(\frac{N}{B} \log_{M/B} \frac{N}{B})$ I/Os (the number of I/Os needed to sort $N$ elements): We first sort the rectangle corners by $y$-coordinate. Then we construct the top $\Theta(\log_{r} \frac{M}{r})$ levels of the tree, that is, $O(M/B)$ nodes, in $O(N/B)$ I/Os. Finally, we distribute the remaining (sorted) rectangles to the leaves of the constructed tree and recursively construct the corresponding subtrees. Details will appear in the full version of this paper.

Now let $N_v$ be the number of rectangles associated with an internal node $v$ in $T$. Below we describe how the secondary structure associated with $v$ uses $O(rN_v/B + r)$ blocks and can be constructed in $O(\frac{rN_v}{B} \log_{M/B} \frac{N_v}{B})$ I/Os. Since there are $O(N/(Br))$ internal nodes, and since each rectangle is stored in exactly one leaf or internal node, this means that after distributing the rectangles to nodes of $T$, all the secondary structures use $O(rN/B)$ blocks and they can be constructed in $O(\frac{rN}{B} \log_{M/B} \frac{N}{B})$ I/Os.

Answering a query on $T$. To answer a query $q = (x_q, y_q)$ on $T$ we simply query the secondary structure of the root $v$ of $T$, and then recursively query the tree rooted in the node corresponding to the horizontal slab containing $q$. When we reach a leaf, we simply load the at most $B$ rectangles in the leaf and report all rectangles that contain $q$. Below we describe how a query on the secondary structure of $v$ can be performed in $O(\log_{B} N + K_v/B)$ I/Os, where $K_v$ is the number of reported rectangles. Thus a query is answered in $O(\log_{B} N \cdot \log_{r} \frac{N}{B} + K/B)$ I/Os overall.

Secondary structures. All that remains is to describe the secondary structure used to store the $N_v$ rectangles associated with an internal node $v$ of $T$. The
structure actually consist of 2r small structures, namely two structures for each of the r horizontal slabs associated with v. The first structure $\Psi_i^1$ for slab $i$ contains the top (horizontal) sides of all rectangles with top side in slab $i$, as well as all rectangles that completely span slab $i$; the second structure $\Psi_i^2$ contains the bottom (horizontal) sides of all rectangles with bottom side in slab $i$. The structure $\Psi_i^1$ supports \textit{upward ray-shooting queries} from a point $q = (x_q, y_q)$, that is, it can report all segments intersected by the vertical half-line from $(x_q, y_q)$ to $(x_q, +\infty)$. Refer to Figure 2. Similarly, $\Psi_i^2$ supports \textit{downward ray-shooting queries}. Thus, it is easy to see that to answer a point enclosure query $q = (x_q, y_q)$ in $v$, all we need to do is to query the $\Psi_i^1$ and $\Psi_i^2$ structures of the slab $i$ containing point $(x_q, y_q)$. Refer to Figure 3.

All $\Psi_i^1$ and $\Psi_i^2$ structures are implemented in the same basic way, using a (partially) persistent B-tree [8, 4]. A persistent B-tree uses $O(N/B)$ blocks, supports updates in $O(\log_B N)$ I/Os in the current version of the structure as normal B-trees, and answers range queries in $O(\log_B N + K/B)$ I/Os in all the previous versions of the structure. In these bounds, $N$ is the number of updates performed on it. To build $\Psi_i^1$ we simply imagine sweeping the plane with a vertical line from $-\infty$ to $+\infty$, while inserting the y-coordinate $y_i$ of a horizontal segment $(x_1, y_1, x_2)$ when its left endpoint $x_1$ is reached, and deleting it again when its right endpoint $x_2$ is reached. An upward ray-shooting query $q = (x_q, y_q)$ can then be answered in $O(\log_B N + K/B)$ I/Os as required, simply by performing a range query $(y_q, +\infty)$ on the structure we had when the sweep-line was at $x_q$. $\Psi_i^2$ is constructed in the symmetric manner.

The top horizontal segment of each of the $N_v$ rectangles associated with $v$ can be stored in $r \Psi_i^1$ structures, while the bottom segments are stored in exactly one $\Psi_i^2$. Therefore, since a $\Psi_i^1$ or $\Psi_i^2$ structure on $L$ segments uses $O(L/B)$ blocks and can be constructed in $O(L \log_M \frac{L}{B})$ I/Os [26], the $2r$ structures in $v$ use $O(rN_v/B + r)$ blocks and can be constructed in $O(rN \log_M \frac{N}{B} + \frac{N}{B})$ I/Os overall.

**Theorem 4.** A set of $N$ axis-parallel rectangles in the plane can be stored in an external memory data structure that uses $O(rN/B)$ blocks, such that a point enclosure query can be answered in $O(\log_B N \cdot \log_r \frac{N}{B} + K/B)$ I/Os, for any $2 \leq r \leq B$. The structure can be constructed using $O(rN \log_M \frac{N}{B})$ I/Os.

![Fig. 2. An upward ray-shooting query.](image1.png) ![Fig. 3. Answering a point enclosure query.](image2.png)
3.2 Improved point enclosure structure

In this section we sketch how to improve the \(O(\log_B N \cdot \log_r(N/B) + K/B)\) query bound of the structure described in the previous section to \(O(\log_r(N/B) + K/B)\). First note that the extra \(\log_B N\) I/Os to search a secondary structure (a \(\Psi_1\) and a \(\Psi_h\) structure) on each level of the base tree \(T\). Since all of these structures are queried with the same query point \(q\), it is natural to use fractional cascading [12] to reduce the overall search cost to \(O(\log_B N + \log_r(N/B) + K/B)\). However, in order to do so we need to modify the \(\Psi_1\) and \(\Psi_h\) structures slightly. Below we first discuss this modification and then sketch how fractional cascading can be applied to our structure. We will only consider the \(\Psi_1\) structure below.

Modified secondary structure. The modification of the \(\Psi_1\) structure is inspired by the so-called hive-graph technique of Chazelle [10]. In order to describe it, we need the following property of a \(\Psi_1\) structure (that is, of a persistent B-tree), which follows easily from the discussions in [8].

**Lemma 2.** Each of the \(O(L/B)\) leaves of a persistent B-tree \(\Psi_1\) on \(L\) segments defines a rectangular region in the plane and stores the (at most) \(B\) segments intersecting this region. The regions of all the leaves define a subdivision of the minimal bounding box of the segments in \(\Psi_1\) and no two regions overlap. An upward ray-shooting query on \(\Psi_1\) visits \(O(1 + K/B)\) leaves.

By Lemma 2 an upward ray shooting query \(q = (x_q, y_q)\) on a \(\Psi_1\) in node \(v\) will visit \(O(1 + K_v/B)\) regions (leaves) in the subdivision induced by the leaves. Now suppose we have links from any region (leaf) to its downward neighbors. Given the highest region that contains \(x_q\) we could then follow these links downward to answer the query. To find the relevant highest regions, we introduce a head list consisting of the left \(x\)-coordinates of the \(O(L/B)\) highest regions in sorted order, where each entry also has a pointer to the corresponding region/leaf. The top region can then be found simply by searching the head list. Refer to Figure 4.

There is one problem with the above approach, namely that a region may have more than \(B\) downward neighbors (so that following the right link may

![Fig. 4. The leaves of a persistent B-tree defines a rectangular subdivision.](image)

![Fig. 5. Reorganizing the leaves in the persistent B-tree (\(B = 2\))](image)
require more than one I/O). We therefore modify the subdivision slightly. We imagine sweeping a horizontal line from $\infty$ to $-\infty$ and every time we meet the bottom edge of a region with more than $B$ downward links, we split it into smaller regions with $\Theta(B)$ downward links each. We construct a new leaf for each of these regions, all containing the relevant segments from the original region (the segments intersecting the new region). Refer to Figure 5. Chazelle showed that the number of new regions (leaves) introduced during the sweep is $O(L/B)$ [10], so the modified subdivision still consists of $O(L/B)$ regions. It can also be constructed in $O(\frac{L}{B} \log_{M/B} \frac{1}{B})$ I/Os. We omit the details.

**Lemma 3.** A modified $\Psi_t$ structure on $L$ segments consists of $O(L/B)$ blocks and a head list of $O(L/B)$ $x$-coordinates, such that after locating $x_q$ in the head list, an upward ray-shooting query $q = (x_q, y_q)$ can be answered in $O(1 + K/B)$ I/Os. It can be constructed in $O(\frac{L}{B} \log_{M/B} \frac{1}{B})$ I/Os.

**Fractional cascading.** We are now left with the task of locating $x_q$ in the head list of each $\Psi_t$ structure that we visit along a root-to-leaf path in the base tree $T$. This repetitive searching problem can be solved efficiently by adapting the fractional cascading technique [12] to the external memory setting, such that after locating $x_q$ in the first head list, finding the position of $x_q$ in each of the subsequent head lists only incurs constant cost. Due to space limitations we omit the details. In the full version of this paper we show how the search cost of our structure can be reduced to $O(\log \frac{N}{B} + K/B)$ I/Os while maintaining the space and construction bounds; this leads to our main result.

**Theorem 5.** A set of $N$ axis-parallel rectangles in the plane can be stored in an external memory data structure that uses $O(rN/B)$ blocks such that a point enclosure query can be answered in $\Theta(\log \frac{N}{B} + K/B)$ I/Os, for any $2 \leq r \leq B$. The structure can be constructed with $O(r \frac{N}{B} \log_{M/B} \frac{N}{B})$ I/Os.

### References